
MITSUBISHI ELECTRIC RESEARCH LABORATORIES
https://www.merl.com

Analytical Parametrization for Magnetization of Gadolinium
based on Scaling Hypothesis

Lin, Chungwei

TR2023-015 April 04, 2023

Abstract
Gadolinium, which has a Curie temperature of 293 K, has been served as the reference mate-
rial for the room- temperature magnetic energy conversion. Using the scaling hypothesis and
university class of phase transition, we propose an analytical parametrization of Gd magne-
tization (M(T, H)) for fields up to 5 T and temperatures between 250 and 340 K. The key
step is to fit the single-variable scaling function, beyond the leading divergent term, that well
describes the entire two-variable M(T, H) near the Curie temperature. Constraints of the
scaling function are derived and are used to construct the parametrization form. A stable
fitting algorithm based on separating the length scale is introduced. The final expression is
analytical, well defined at Curie temperature, and is validated by comparing to experiments
including the magnetization and the specific heat. The proposed parametrization turns the
knowledge of scaling hypothesis into an efficient and accurate scheme that quanti- tatively de-
scribes the material near the second-order transition. This advantage can become significant
when considering realistic applications.

Physica A 2023

c© 2023 MERL. This work may not be copied or reproduced in whole or in part for any commercial purpose. Permission
to copy in whole or in part without payment of fee is granted for nonprofit educational and research purposes provided
that all such whole or partial copies include the following: a notice that such copying is by permission of Mitsubishi
Electric Research Laboratories, Inc.; an acknowledgment of the authors and individual contributions to the work; and
all applicable portions of the copyright notice. Copying, reproduction, or republishing for any other purpose shall
require a license with payment of fee to Mitsubishi Electric Research Laboratories, Inc. All rights reserved.

Mitsubishi Electric Research Laboratories, Inc.
201 Broadway, Cambridge, Massachusetts 02139





Analytical Parametrization for Magnetization of Gadolinium based on Scaling Hypothesis

Chungwei Lin
Mitsubishi Electric Research Laboratories, 201 Broadway, Cambridge, MA 02139, USA

(Dated: March 15, 2023)

Gadolinium, which has a Curie temperature of 293 K, has been served as the reference material for the room-
temperature magnetic energy conversion. Using the scaling hypothesis and university class of phase transition,
we propose an analytical parametrization of Gd magnetization (M(T,H)) for fields up to 5 T and temperatures
between 250 and 340 K. The key step is to fit the single-variable scaling function, beyond the leading divergent
term, that well describes the entire two-variable M(T,H) near the Curie temperature. Constraints of the scaling
function are derived and are used to construct the parametrization form. A stable fitting algorithm based on
separating the length scale is introduced. The final expression is analytical, well defined at Curie temperature,
and is validated by comparing to experiments including the magnetization and the specific heat. The proposed
parametrization turns the knowledge of scaling hypothesis into an efficient and accurate scheme that quanti-
tatively describes the material near the second-order transition. This advantage can become significant when
considering realistic applications.

I. INTRODUCTION

Magnetic refrigeration is considered to be one of the promising and environmentally friendly alternatives to the existing
vapour-compression technology [1, 2]. It uses the magnetocaloric mechanism where the temperature can be controlled by vary-
ing the applied magnetic field, and this effect is particularly pronounced when the material is close to the magnetic phase transi-
tion. Gadolinium (Gd) is typically served as the reference magnetocaloric material for room-temperature magnetic energy con-
version [3–8]. Gd is considered to be a simple Heisenberg ferromagnet [9–11] with a second-order paramagnetic–ferromagnetic
phase at the Curie temperature Tc = 293 K [11, 12]. The first step to consider any applications involving magnetocaloric effect
is to have a faithful representation for the material equation of states – the magnetization as a function of temperature and field
M(T,H). For Gd, Mean Field (MF) theory has been used as the primary tool to generate M(T,H) which is usually sufficient for a
reasonable estimation [5, 8, 13]. However, MF theory by construction cannot fully capture the spatial fluctuations which become
important near the critical point. For this reason it is very difficult to fine-tune MF theory to better match the experiments. From
a more practical aspect, MF equation is implicit and takes iterations to get M at a given field and temperature. If the field or
temperature itself also has to be determined iteratively (e.g. demagnetization effect), using MF can become time consuming; an
explicit M(T,H) is practically useful.

Close to the second-order phase transition, the equation of states near the critical point exhibits a phenomenon of “data
collapse” [14–16]. For the magnetic phase transition the two-variable equation of states M(T,H) can be completely described
by a single-variable scaling function F(x) when properly scaling M, H by the reduced temperature t = T−Tc

Tc
to some critical

exponents [17]. This observation can be efficiently described by the static scaling hypothesis [18, 19] and eventually derived
from the renormalization group (RG) theory [20, 21]. Ideally critical exponents depend only on the universality class, but in
reality their values should be strictly determined from measurements and are material specific [9]. Typically the scaling function
is analyzed up to the leading divergent order [14–16, 22], which is sufficient to derive the relationships among various critical
exponents (scaling laws) [23, 24]. In this work, we propose to parametrize the entire scaling function F(x); by doing so we are
able to construct an analytical expression of Gd magnetization M(T,H) for H ≲ 5 T (Tesla) and T ranging from 250 K to 340
K; the total specific heat Cv(T,H) can be reasonably described over the same range of (T,H) once the zero-field Cv(T,H = 0)
is given. In this application, the usefulness of the scaling hypothesis is to isolate the singular behavior so that an efficient
and accurate evaluation (i.e., an analytical expression) of M(T,H) can be constructed. A crucial step is to derive the required
analytical properties of the scaling functions from general considerations so only legitimate functions are included in the first
place. Fitting a multi-parameter function is tricky and a stable procedure resembling numerical RG [25, 26] that separates the
length scale will be introduced. The resulting equation of states and its derivatives are analytical, explicit, and well defined at
Tc. Our results will be compared with the magnetization, entropy, and specific heat measured by Dan’kov et.al. reported in
Ref. [11].

The paper is organized as follows. In Section II we review the MF theory and show its intrinsic inadequacy. We then
propose to fit the scaling function to better capture the behavior near the phase transition. By some general consideration
we derive conditions that the scaling function has to satisfy, based on which the analytical form of the parametrized function
is constructed. In Section III we describe the procedure on how the scaling functions are determined from magnetization
measurements. In Section IV magnetic entropy, adiabatic temperature change, and specific heat are computed and compared to
experiments. Comments on the universal scaling method [27, 28], which are very relevant to the problem of interest, will also
be given. A brief conclusion is given in Section V. In Appendix we explore the flexibility of the parametrization. Given that the
parametrization form is not unique, we provide another two sets of fitting results to illustrate this degree of freedom.



2

II. MAGNETIZATION PARAMETRIZATION

A. Reference: mean field theory

We begin our discussion by briefly summarizing MF theory which will be used as a baseline reference. Denoting M to be
the magnetic moment per Gd ion, MF theory gives an implicit equation M = f (T,H,M) from which we can get M at a given
temperature T and field H. To simplify the notation, the field H is understood as µ0H in mks unit and will be measured in Tesla
throughout the paper (i.e., flux density B and field strength H are the same). With this notation the MF equation reads [29, 30]

M(T,H) = JgµB ·BJ

(
JgµB · (H + λ̄M)

kBT

)
≡ M0BJ

(
M0

H + λ̄M
kBT

)
with λ̄ =

3kBTc

J(J+1)(gµB)2 .

(1)

µB is the Bohr magneton, kB is the Boltzmann constant, J is the total angular momentum, and g is the g-factor. For Gd the
angular momentum comes from 7 unpaired 4f-electron spins so J = 7

2 and g = 2 [13]. BJ(x) = 2J+1
2J coth

( 2J+1
2J x

)
− 1

2J coth
( x

2J

)
is the Brillouin function. Eq. (1) indicates that the maximum moment of Gd is M0 = JgµB ≈ 7µB. There are no fitting parameters
in Eq. (1): Tc is obtained experimentally and J, g are intrinsic properties of the Gd ion. To compute the magnetic entropy we
will need ∂T M(H,T ) [see Eq. (8)]:

[
∂M
∂T

]
H
=

[
−H+λ̄M

T

]
dBJ(x)

dx

kBT
M2

0
− λ̄

dBJ(x)
dx

∣∣∣∣∣
x=M0(H+λ̄M)

kBT

. (2)

Notice M(H,T ) is the solution of MF Eq. (1) and has to be solved iteratively. The magnetization M is given M = nGdM with
nGd the number density of Gd. Given the Gd saturation moment M0 = 7µB, the saturation magnetization is nGdM0 ≈ 1950 emu

cm3

[using Gd specific volume of 19.9 cm3

mol ] which also corresponds to 247 emu
g [using Gd density of 7.9 g

cm3 ].

B. Scaling hypothesis and inadequacy of MF theory

Near the 2nd-order transition, several material properties (e.g., magnetization, specific heat, etc.) exhibit the power-law
divergence ∼ T −T η1

c and Hη2 . Critical exponents of different quantities are not independent and their relationships, referred
to as scaling laws, can be derived from the static scaling hypothesis [17]. For magnetic systems, the scaling hypothesis implies
that the singular part of magnetic free energy G̃ near Tc can be expressed as [14, 15]

G̃(T,H) =−tβ+βδ G
(

H
tβδ

)
. (3)

Derivatives of the free energy give the magnetization

M(T,H) =− ∂ G̃
∂H

= tβ G′
(

H
tβδ

)
, (4)

and the magnetic contribution of the specific heat

Cv,mag(T,H) =−T
∂ 2G̃
∂T 2 . (5)

Here t = T−Tc
Tc

is the dimensionless reduced temperature. G(x) is referred to as the scaling function. β , δ are two critical
exponents whose values depend on the universality class. Our best fitting gives β = 0.368 and δ = 4.22, consistent with values
of 3D Heisenberg university class (see Table 12.1 of Ref. [22]).

Because we shall rely mainly on the measured magnetization, we introduce the magnetic scaling function F(x) = G′(x) based
on which Eq. (4) becomes

M(T,H)

tβ
= F

(
H

tβδ

)
=

{
F+(H/tβδ ) T > Tc,

F−(H/tβδ ) T < Tc.
(6)
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Notice that F(x) and G(x) are both single-variable functions so the integration constant K in
∫

F(x)dx ≡ F̃(x)+K = G(x) has
no dependence on either H or T . Eq. (6) implies that the two-variable equation of states M(T,H) is completely encoded in the
single-variable F(x); this data collapse of Gd magnetization is shown in 1(a) and (b) where the experimental M(T,H) is taken
from Ref. [11]. The same data collapse applies to MF M(T,H) [i.e., solutions of Eq. (1)] with exponents βMF = 0.5 and δMF = 3
[see 1(b)]. Because of the wrong critical exponents, MF theory can never completely match the experiments. Actually MF
theory by construction does not properly account for the spatial fluctuations that become increasingly crucial when approaching
the phase transition [14, 15]. To better describe the measured equation of states, the natural strategy is to use the correct critical
exponents in the first place and fit the material-specific scaling function.

Our approach is to fit F(x) because M(T,H) is usually accessible and accurately measured from experiments. Once F(x)
is known, the magnetization, entropy, and specific heat near the transition can be computed accordingly. We point out there
are constraints on F(x) so that equations of states and its derivatives are well defined near the critical point, and a proper
parametrization of the scaling function is very essential in fitting F(x) for the following two reasons. First, we need F(x) for
x ∈ [0,∞) which requires extrapolation of measurements. F(x) diverges at x →∞, and the wrong asymptotic behavior will lead to
a divergent M(T,H). Moreover, any experimental uncertainty of magnetization will be magnified by t−β so that the experimental
F(x) becomes less reliable at large x. In the next two sections we derive general constraints based on which the parametrization
form F(x) is determined.

C. Magnetic entropy change

Starting from M(T,H) = tβ F
( H

tβδ

)
, its partial derivatives are

∂M
∂H

=
tβ

tβδ+1 F ′
(

H
tβδ

)
, (7a)

∂M
∂T

=
1

T −Tc

[
βM(T,H)−βδ ·H ∂M

∂H

]
=

1
T −Tc

[
(β +βδ )M(T,H)−βδ

∂ (MH)

∂H

]
. (7b)

In Eq. (7b) the integration by part H ∂M
∂H = ∂ (MH)

∂H −M is used. Eq. (7) holds for both T > Tc and T < Tc. Using Eq. (7b) one can

compute the isothermal magnetic entropy change using ∆Smag =
∫

dH ∂S
∂H =

∫
dH ∂M(H,T )

∂T ( ∂S
∂H = ∂M

∂T from Maxwell relation):

∆Smag(T,H) =
∫ H

0
dH

∂M
∂T

=
1

T −Tc

[
(β +βδ )

∫ H

0
dHM(T,H)− (βδ ) ·H ·M(T,H)

]
=

tβ+βδ

T −Tc

[
(β +βδ )

∫ x̄

0
dx′ F

(
x′
)
− (βδ ) · x̄ ·F

(
x̄
)]

= sgn(t)
tβ+βδ−1

Tc

[
(β +βδ )

∫ x̄

0
dx′ F

(
x′
)
− (βδ ) · x̄ ·F

(
x̄
)]

(8)

where x̄ = H
tβδ

. Same result can be obtained from the free energy ∆Smag(T,H) =− ∂ G̃(T,H)
∂T

∣∣H=H
H=0 . The last expression of Eq. (8)

shows there would be a jump in ∆Smag across Tc if F+(0) = F−(0). Given that this is not observed, F+(0) has to be different
from F−(0). Eq. (8) also indicates that for a given H and t we only need to know the F(x) from x = 0 to x = H

tβδ
. In this sense,

the scaling function F(x) at small x controls the system far away from the transition (large t) whereas its asymptotic property
determines the system close to the critical point (small t).

To facilitate later discussion we consider an x-offset power-law scaling function F(x) = (x+ d)−α1 . Substituting F(x) and∫
dxF(x) = (x+d)1−α1

1−α1
into Eq. (8) gives

∆Smag(T,H)→ ∆S̃pl
mag(H,T ;d,α1)

=

{
1
Tc
|t|β (1+α1δ )−1H1−α1

[
β +βδ

1−α1

(
1+

d · |t|βδ

H

)1−α1 −βδ
(
1+

d · |t|βδ

H

)−α1

]
− 1

Tc

β +βδ

1−α1
d1−α1 · |t|βδ+β−1

}
sgn(t).

(9)

∆S̃pl
mag(T,H;d,α1) is an analytical function of T , H parametrized by an x-offset d and an exponent −α1. The superscript ‘pl’

indicates the power-law form of F(x). The H-independent term vanishes as t → 0 because βδ + β − 1 ≈ 0.92 > 0. Eq. (9)
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(a)

(b) 

(c) 

FIG. 1: (a) Measured M(H,T ) plotted in the reduced state variables M
|t|β and H

|t|βδ
; the data are collapsed to two curves F±(x). (b) F± from

experiments [same as (a)] and from fitted scaling functions [Eq. (14) and Eq. (15)]. Notice that the fitted curves extends well beyond the
experimental data. For MF, βMF = 0.5 and δMF = 3 are used. (c) M(H,T ) from experiments (symbols), fitted scaling functions Eq. (14)
(solid), and MF approximation (dashed). The MF generally underestimates the magnetization. Experimental data are taken from Ref. [11].

will be used to constraint the asymptotic behavior. We also consider an exponential-decay scaling function F(x) = e−x/x0 : with∫
dxF(x) =−x0e−x/x0 Eq. (8) gives

∆Smag(T,H)→ ∆S̃exp
mag(H,T ;x0)

=sgn(t)
tβ+βδ−1

Tc

[
−[β (1+δ )x0 +(βδ ) · x̄]e−x̄/x0 +β (1+δ )x0

]
x̄=Ht−βδ

(10)

The superscript ‘exp’ indicates the exponential-decay scaling function. x0 is referred to as the characteristic length or the
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correlation length beyond which the function value is small. The exponential-decay function does not affect the asymptotic
behavior and will be used to capture the features for x ≲ x0.

D. Asymptotic behavior

The magnetic scaling function F(x) has to satisfy certain constraints to be able to describe some general behavior of the
equation of states. First, a finite M(T = Tc,H) requires a well defined tβ F

( H
tβδ

)
at t = 0; this demands that F(x) has to

diverge exactly as x1/δ ≈ x0.237. Second, a finite ∆Smag(T = Tc,H) in Eq. (9) requires a non-negative exponent of tβ (1+α1δ )−1:

β (1+α1δ )−1 ≥ 0. The equality defines an exponent 1−β

βδ
≈ 0.407 and a power law of x−

1−β

βδ is required to generate a non-zero
∆Smag(T = Tc,H). Taking t = 0 in Eq. (9) the magnetic entropy change at Tc is

∆Smag(Tc,H) = sgn(t)
B̃
Tc

× βδ

βδ +β −1︸ ︷︷ ︸
≈1.686

×H
βδ+β−1

βδ . (11)

βδ+β−1
βδ

≈ 0.59 and B̃ is the proportional constant. Similarly by taking the partial temperature derivative to Eq. (9) at t = 0, one

obtains that the x−α1 with α1 =
2−β

βδ
≈ 1.051 is the power-law term that contributes to the non-zero ∂ (∆Smag)

∂T at Tc; this term will
be used in Appendix. ∆Smag(Tc,H) being continuous implies the coefficient of this term in F± should have the same amplitude
but opposite sign due to sgn(t) in Eq. (8). Finally we take α1 = −1/δ in Eq. (9) and examine its t dependence. The divergent
term t−1 vanishes because of the vanishing coefficient β+βδ

1+1/δ
−βδ = 0, meaning the divergent x1/δ term in F does not contribute

to ∆Smag at all temperatures. To consider the next order we use (1+ dtβδ

H )1/δ ≈ 1+ 1
δ

dtβδ

H , the leading power in small t is given
by

tβ+βδ−1
(

H
tβδ

)1+1/δ

· 1
δ

dtβδ

H
∼ tβδ−1. (12)

This term vanishes at t = 0 and therefore the (x+ c)1/δ is allowed.
Putting everything together, a legitimate parametrization of scaling function is

F(x)≈ Ã(x+ c0)
1/δ + B̃(x+ c1)

− 1−β

βδ

+ terms decay faster than x−
1−β

βδ .

(13)

The coefficient Ã has the positive value for F±; the coefficient B̃ is positive/negative for F−/F+ with the same amplitude. The
sign of B̃ is determined by the fact that the magnetic entropy is smaller in a higher field. The x-offsets c0, c1 are positive so F(0)

is well defined. The remaining terms have to be regular at x = 0 and decay faster than x−
1−β

βδ asymptotically. Both x-shifted
power-law functions and exponential decay functions satisfy these criteria.

III. PROCEDURE TO CONSTRUCT SCALING FUNCTIONS

A. Expression for the parameterized scaling function

Based on Eq. (13) the scaling function F±(x) is parametrized as:

F(x) =

{
F−(x) = a1x1/δ +a2(x+a3)

− 1−β

βδ T < Tc

F+(x) = f (0)(x;b(0)1 ,b(0)2 )+∑
3
i=1 f (i)(x;b(i)1 ,b(i)2 ) T > Tc,

with f (0)(x;b(0)1 ,b(0)2 ) = a1(x+b(0)1 )1/δ −a2(x+b(0)2 )
− 1−β

βδ ,

f (i)(x;b(i)1 ,b(i)2 ) = b(i)1 e−x/b(i)2 (i > 0).

(14)

In Eq. (14) a1,a2,a3, and b(0)1 , b(0)2 , b(1)1 , b(1)2 , b(2)1 , b(2)2 , b(3)1 , b(3)2 [b(n)j (n=0,1,2, 3 and j=1,2)] are 11 parameters to be determined
from experiments. The parametrization of Eq. (14) keeps the power-law terms required to describe the finite magnetization and
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entropy. For both F±, the divergent x1/δ term is needed for a finite magnetization; (x+c)−
1−β

βδ is needed for a finite ∆Smag while
the x-offset c accounts for a well defined F±(0). For F−, using three parameters (two amplitudes a1, a2 and one x-offset a3)

appears sufficient. For F+, the amplitudes of x1/δ and x−
1−β

βδ are fixed to be a1 and −a2 respectively because of the continuity of
M(T,H) and ∆Smag across Tc. Three exponential-decay terms of correlation lengths b(1)2 , b(2)2 and b(3)2 are introduced to account
for finite-x behavior. The rationale is that the power-law terms enforce the correct asymptotics whereas exponential-decay terms
capture the medium-x to small-x features. One of our best fits is[

a1,a2,a3
]
=
[
84.57,710.50,47.03

]
, (15a)[

b(0)1 ,b(0)2

]
= [5.00,27.63], (15b)[

b(1)1 ,b(1)2

]
= [−25.46,351.34], (15c)[

b(2)1 ,b(2)2

]
= [71.59,20.46], (15d)[

b(3)1 ,b(3)2

]
= [14.34,3.72]. (15e)

The fitting procedure will be described shortly.
We emphasize that F(x) in Eq. (14) is constructed for the entire non-negative x and can therefore describe the behavior

approaching Tc that requires an accurate x → ∞ behavior. In 1(c) we explicitly show well-behaved M(T = 293.1K,H); to
compute this curve requires F(x) well beyond those provided by experiments. The scaling hypothesis becomes less accurate
away from the critical point so Eq. (14) is a good approximation only for small t. This can be seen in 1(c) where the difference
of magnetization between experiments and Eq. (14) increases slightly (visible only in linear scale) when the temperature is away
from Tc. For Gd of Tc = 293K, the scaling works well for the temperature span of 263 K - 323 K, corresponding to t ≲ 0.1.

B. Scale-separated fitting procedure

The fitting procedure is now described in detail. Eq. (14) has 11 parameters to determine. The first fitting step is to plot the
measured M(T,H) in the reduced state variables M

tβ
and H

tβδ
; β = 0.368 and δ = 4.22 are used. Two “data collapse” curves

shown in 1(a) represent the experimental scaling functions F±
expt(x) which are available only for a finite range of x and are the

targets Eq. (14) aims to match. Using F−
expt(x), three parameters a1, a2, a3 of F− are determined; the fitted values are given in

Eq. (15a). Formally we write

[a1,a2,a3] = argmin ∥F−(x)−F−
expt(x)∥ (16)

Here ∥h(x; p)∥ ∼ ∑i h(xi; p)2 where xi are experimentally available points.
With a1, a2, a3 determined from Eq. (16), F+ has eight parameters to fix. To proceed we ask what makes F+

expt(x)≈ F+(x) =

∑
3
i=0 f (i)(x;b(i)1 ,b(i)2 ) [Eq. (14)] a valid approximation. The crucial feature of this expansion is that f (0), f (1), f (2), f (3) have very

different characteristic lengths: f (0) is composed of power-law terms and thus has a diverging characteristic length, f (1), f (2)

and f (3) are exponential decay terms with characteristic lengths b(1)2 ≫ b(2)2 ≫ b(2)3 . With the distinct length separation, f (0)(x)

has to match the target F+
expt(x) for x ≫ b(1)2 because in this regime f (0)(x) is the only significant term. Once f (0)(x) is fixed this

way, the discrepancy between F+
expt and f (0)(x) resides only on x ≲ b(1)2 and has to be compensated by f (1)(x) because f (0)(x)

already accounts for large x behavior whereas f (2)(x ∼ b(1)2 )∼ 0. For the same reason f (2)(x) has to compensate the difference
between F+

expt(x) and ∑
1
i=0 f (i)(x) around x ≲ b(2)2 . This procedure can go on in principle.

Formally we define the residual of order n as

dF(n)(x;{b(i)k })≡ F+
expt(x)−

n

∑
i=0

f (i)(x;b(i)1 ,b(i)2 ), (17)

so dF(n) (n ≥ 0) has 2(n+ 1) parameters composed of (b(i)1 ,b(i)2 ) with i = 0 to n. Eight parameters b(i)k ’s are determined by
sequentially minimizing the residual:

[b(0)1 ,b(0)2 ] = argmin ∥dF(0)(x)∥, (18a)

→[b(1)1 ,b(1)2 ] = argmin ∥dF(1)(x)∥, (18b)

→[b(2)1 ,b(2)2 ] = argmin ∥dF(2)(x)∥, (18c)

→[b(3)1 ,b(3)2 ] = argmin ∥dF(3)(x)∥, (18d)



7

In Eq. (18a), dF(0)(x) only depends on (b(0)1 ,b(0)2 ). In Eq. (18b), the b(0)k ’s dependence in dF(1)(x) is fixed by Eq. (18a) and the

minimization is over (b(1)1 ,b(1)2 ) only. Similarly in Eq. (18c), b(0)k ’s and b(1)k ’s are fixed from previous two calculations and the

minimization is over (b(2)1 ,b(2)2 ) only. Same procedure is applied (b(3)1 ,b(3)2 ). The results are given in Eqs. (15b) to (15e).

  

FIG. 2: Residual dF(n)(x) defined Eq. (17). Power-law terms describe the correct asymptotics so dF(0)(x) (blue dots) becomes small when x is
larger than x1 ∼ 1000. The sequential procedure reduces the fitting error in descending length scale: |dF(1)(x)| is small for x ≳ 100; |dF(2)(x)|
is small for x ≳ 5; |dF(3)(x)| is small for all x. The inset highlights the behavior for x < 100.

2 illustrates how the residual dF(n)(x) decreases upon increasing n in this fitting procedure. Because power-law terms describe
the correct asymptotics, dF(0)(x) is expected to become small for x larger than a certain length. This can be seen in the blue
dots of 2 which decays to small values around x1 = 1000. f (1) is introduced to compensate dF(0)(x) over the scale of x1; and
the optimization procedure of Eq. (18b) gives an expected correlation length b(1)2 ≈ 350. f (2) is then introduced to compensate
dF(1)(x) for a smaller length scale around 10. This procedure can go on but it will need a very high resolution of F(x ∼ 0); this
may not be available and is usually not necessary. In our example using three exponential functions is sufficient.

Three general remarks are pointed out. First, the set of parameter values given in Eq. (15) is by no means unique. There are
many sets of parameters that give almost indistinguishable F(x) and thus M(T,H), and the goal is to find one of them. Even
the form of Eq. (14) can be altered, but we find that the exponential function is the most convenient choice. In the Appendix
we provide the fitting results using two more parametrization forms. Second, the eleven parameters in Eq. (14) cannot be
optimized simultaneously; doing so does not give any meaningful answer due to the highly non-linear nature. The proposed
fitting procedure groups the parameters by the phase and the length scale and sequentially deals with parameters of one phase
and one scale at a time. It resembles the numerical RG formalism that deals with one energy scale at a time [25, 26]; the
final answer is the combination of the results at all scales. From a numerical perspective, dividing a large multi-parameter
minimization problem into multiple sub-problems of fewer parameters makes the algorithm stable and efficient. We use python
package curve_fit for numerical fitting. Lastly, we notice that with the proper critical exponents βMF, δMF [see crosses in
1(b)] one can apply the same parametrization scheme to the MF equation of states [solutions of Eq. (1)] to obtain an explicit
MMF(T,H).

IV. COMPARISON WITH EXPERIMENTS

A. Magnetic entropy

With the parameters in Eq. (14) fixed, we compute the change of magnetic entropy upon increasing field ∆Smag(T,H).
This quantity involves partial derivatives of M(T,H) and presents a more stringent test (compared to M(T,H) itself) of the
parametrization scheme. With Eq. (14), an analytical expression is granted:

∆Smag(T,H) =

{
a2∆S̃pl

mag(T,H;a3,
1−β

βδ
), T < Tc

−a2∆S̃pl
mag(T,H;b(0)2 , 1−β

βδ
)+∑

3
i=1 b(i)1 ∆S̃exp

mag(T,H;b(i)2 ) T > Tc.
(19)
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(a)

(c) 

(b) 

FIG. 3: (a) Change of magnetic entropy −∆Smag(T ) when increasing field from 0 to H =5 and 2 T. (b) Same plot as (a) but using the
interpolated scaling function F(x) for M(T,H). The results around Tc are totally unreliable because the asymptotic behavior of F(x) is not
captured. (c) Adiabatic temperature increase ∆T ad(T ) when increasing the field from 0 to H=5 and 2 T. The vertical dash line indicates the
Curie temperature and experimental data are taken from Ref. [11].

∆S̃pl
mag and ∆S̃exp

mag are respectively given in Eq. (9) and in Eq. (10). 3(a) gives the −∆Smag(T,H) at H = 5 and 2T. The overall
agreement between experiment and Eq. (19) is good. In particular how the entropy decays away from Tc is quantitatively
captured. One small but obvious discrepancy is that the calculated maximum ∆Smag(T ) occurs at a temperature slightly higher
than Tc. As a reference we provide the MF results which also agree with the experiments reasonably well, but the results from
Eq. (19) are apparently better over the entire temperature range.

To illustrate the importance of the correct asymptotic F(x), in 3(b) we show the same −∆Smag(T,H) at H = 5 and 2T, but with
F(x) fitted (cubic spline) from the experimental data [dots of 1(b)]. The values away from Tc are reasonable but those around Tc
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are unphysically oscillatory and divergent. We have tried a few fitting schemes, with the number of parameters ranging from 20
to a few hundreds, such as polynomials, linear interpolation, and cubic spline; the latter two almost use all measured M(T,H).
In all these cases the resulting M(T,H) are fine but the magnetic entropy change, which involves the derivatives of M(T,H), are
totally unreliable around Tc.

With Eq. (19) we compute the adiabatic temperature change upon applying field, which is the most relevant quantity for the
magnetic energy conversion. To compute this quantity one needs the total entropy that includes spin (magnetization), lattice,
and electron degree of freedom [13]:

Stot(T,H) =
∫ T

0
dT

∂Stot

∂T
+

∫ H

0
dH

∂Stot

∂H

≈
∫ T

0
dT

C(T,H = 0)
T

+
∫ H

0
dH

∂M(H,T )
∂T︸ ︷︷ ︸

=∆Smag(T,H)

(20)

Eq. (20) assumes that the lattice and electron entropy depend only on the temperature not field so that ∂Stot
∂H ≈ ∂Smag

∂H . C(T,H = 0)
denotes the zero-field specific heat and is obtained from fitting the data reported in Ref. [12]. Once Stot(T,H) is known, the
adiabatic temperature change ∆T ad(T,H) upon applying the field from 0 to H is obtained by

Stot(T,0) = Stot
(
T +∆T ad(T,H),H

)
. (21)

3(c) shows the adiabatic temperature change ∆T ad(T ) upon increasing the field from 0 to H = 5 and 2 T. The agreement between
experiments and calculations is again very satisfactory. The calculated maximum temperature change occurs at T = Tc and
its value is very close to the experiment (≲ 5% difference); how ∆T ad(T,H) decays when T is away from Tc over the entire
temperature range is also well reproduced. The MF result is also reasonable in terms of the correct peak structure at Tc, but
MF theory generally underestimates (overestimates) the adiabatic temperature change for T > Tc (T < Tc). The overall good
agreement to experiments validates that the analytical expression Eq. (14) can be used as an accurate and efficient representation
for Gd magnetization close to Tc.

B. Magnetic specific heat

Now we examine the properties involving both integration and derivative of the magnetic scaling function F(x) – the specific
heat from magnetization. With F(x) in Eq. (14) we need

∫
dx(x+a)b = 1

1+b (x+a)b+1 +K and
∫

dxe−x/b = −be−x/b +K; the
corresponding free-energy scaling function G(x) in Eq. (3) is

G(x) =

G−(x) = a1
1+1/δ

x1/δ+1 + a2

1− 1−β

βδ

(x+a3)
1− 1−β

βδ +K− T < Tc

G+(x) = g(0)(x;b(0)1 ,b(0)2 )+∑
3
i=1 g(i)(x;b(i)1 ,b(i)2 )+K+ T > Tc

,

with g(0)(x;b(0)1 ,b(0)2 ) =
a1

1+1/δ
(x+b(0)1 )1/δ+1 − a2

1− 1−β

βδ

(x+b(0)2 )
1− 1−β

βδ ,

g(i)(x;b(i)1 ,b(i)2 ) =−b(i)1 b(i)2 e−x/b(i)2 (i > 0).

(22)

With Eq. (3) and (22) we can compute the singular part of the specific heat defined in Eq. (5). The complete analytical expression
is complicated but straightforward, and we simply note

−T
∂ 2G̃
∂T 2 =

T
T 2

c

[
(β +βδ )(β +βδ −1)tβ+βδ−2G

( H
tβδ

)
−H(βδ )(2β +βδ −1)tβ−2F

( H
tβδ

)
+H2(βδ )2tβ−βδ−2F ′( H

tβδ

) ]
.

(23)

The singular behavior at t → 0 (T → Tc) is from tβ+βδ−2, and β +βδ −2 ≈ −0.079 gives a weak power-law divergence. The
integration constants K± only appear in the first line of Eq. (23) and provide a field independent contribution

K±(β +βδ )(β +βδ −1)
T
T 2

c
tβ+βδ−2 (24)
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(a)

(b)

FIG. 4: (a) The change of specific heat ∆Cv,mag(T,H) for H=5 and 2 T. The agreement between fitting and experiment is reasonably good for
T < Tc and T ≫ Tc. Around T ≳ Tc the agreement is only qualitative in the sense of the correct order of magnitude and a non-monotonic
“basin-shaped” behavior. (b) The Cv(H = 0) including all magnetic, lattice, and electron contributions. The combined contribution from lattice
and electron is plotted in dotted curve for reference. The experimental data are taken from Fig.7 of Ref. [11].

to Cv,mag. Our unit convention in M is such that G (and thus G̃) has the dimension Joule/kg and Cv Joule/(kg K); multiplying the
Gd atomic mass ≈ 0.157 kg/mol gives the quantities per mole.

To have a comparison not involving integration constants K±, we compute the change of specific heat due to the applied field:

∆Cv,mag(T,H) =Cv,mag(T,H = 0)−Cv,mag(T,H). (25)

A direct comparison to experiments is shown in 4(a) for H = 5 and 2 T. The electron and phonon contributions to the specific
heat are assumed to be field independent so one can use Eq. (5) that only accounts for the magnetic contribution. The overall
coincidence is fine in terms of the amplitudes. The agreement between fitting and experiment is reasonably good for T < Tc and
T ≫ Tc. Around T ≳ Tc the agreement is not very satisfactory, and the discrepancy can be traced to the fact that the ∂T ∆Smag
around Tc [see 3(a)] is not ideal. However the scaling-based model does capture the non-monotonic “basin-shaped” behavior for
T > Tc.

For completeness we compute the total zero-field specific heat Cv(T,H = 0) = Cv,ele(T )+Cv,lat(T )+Cv,mag(T,H = 0). The
electron contribution is Cv,ele(T ) = γeT with γe = 4.48 mJ/mol K2 [11, 31]; the lattice contribution is

Cv,lat(T ) = 9NkB
( T

TD

)3
∫ TD/T

0
dx

x4ex

(ex −1)2 (26)

with TD = 168 K the Debye temperature, N the number of Gd ions and kB the Boltzmann constant. For the temperature range of
interest, T > TD and the lattice contribution is close to 3NKB ≈ 25 Joule/(K mol). For magnetic part we need to determine K±
which requires at least two Cv measurements: one above and one below Tc. We use Cv measured at T = 270 and 330 K based on
which

K− ≈ 1200.18 Joule/(mol K2),

K+ ≈−642.23 Joule/(mol K2).
(27)
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The scaling-based and the experimental Cv’s are shown in 4(b). The agreement is qualitatively fine but may not be sufficient for
quantitative simulations. We point out that as both Cv,ele(H = 0) and Cv,lat(H = 0) are monotonically increasing in T [dotted
curve in 4(b)], the scaling-based Cv,mag(H = 0) does generate a jump (the power-law divergence is so weak and looks like a
jump) at Tc and a negative ∂Cv/∂T when T ≳ Tc.

C. Practical consideration

  

(a)

(b) 

FIG. 5: (a) ∆T ad using the parameters that best fit the magnetic entropy change [Table I, set 1 with parentheses]. (b) The total interpolated
specific heat ∆Cv(T,H) from Eq. (29) for H = 5, 2, 1, 0.5, and 0.1 T. Experiments are taken from Ref. [11] are provided as the reference.

In practice, what we need are good and efficient approximations for the measured M(T,H), ∆T ad(T,H) and Cv(T,H). This
can be better achieved if we are allowed to use slightly different parameter values (but keep the same parametrization form) for
different measurements. Note that by doing so the thermodynamic relations are not exactly satisfied.

As an illustration, we use the second parametrization form given in Eq. (A1). The fitted values that best match the measured
magnetization and the magnetic entropy change are provided in I. The resulting ∆T ad’s for H = 5,2,1,0.5 T are given in 5(a)
[see also 6], and a good agreement to experiments (for H = 5 and 2T) is seen. To get the specific heat Cv(T,H) is more involved.
We use the measured zero-field specific heat Cv,exp(T ) as the given reference to get

Cv(T,H) =Cv,exp(T )−∆Cv,mag(T,H). (28)

∆Cv,mag(T,H) is obtained using the same parameters that best fit the magnetic entropy change. At a non-zero H, Cv(T,H)
is smooth across Tc. However, both Cv,exp(T ) and ∆Cv,mag(T,H) display sharp jumps across Tc which makes the fitting very
sensitive to any numerical uncertainty. In other words, one needs to add two sharp functions, each has its own uncertainty, to
produce a smooth function. We propose the interpolation scheme:

Cv,inter(T,H) =

{
Cv(T,H) T < Ta or T > Tb

Cv(Ta,H)+ Cv(Tb,H)−Cv(Ta,H)
Tb−Ta

(T −Ta) Ta ≤ T ≤ Tb.
(29)
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(a)

(c) 

(b) 

FIG. 6: The fitting results for H=5 and 2 T from Eq. (A1) (solid curves) and Eq. (A2) (dashed curves). T < Tc results are identical. For
Eq. (A1), results using two sets of parameters in Table I are very close so only those using set 1 are shown. (a) The magnetic entropy change.
(b) The adiabatic temperature change. (c) The change of specific heat ∆Cv,mag(T,H). Experiments taken from Ref. [11] are provided as the
reference.

There are two additional parameters Ta and Tb. Ta(< Tc) is determined by the largest possible T (< Tc) satisfying ∂TCv(Ta,H)= 0;
Tb(> Tc) is determined by the largest T (> Tc) satisfying ∂TCv(Tb,H) = 0 (one can increase Tb slightly based on Tb −Tc to better
fit the experiments; the results are not shown here). It is based on the following two observations: (i) the fitted ∆Cv,mag(T,H)
away from Tc (T −T c ≫ Tc) is reliable; (ii) Cv(T,H) has a single peak around Tc for a given H. The resulting Cv,inter(T,H)’s for
H = 5,2,1,0.5,0.1 T are given in 5(b). Notice that Cv,inter(T,H) does not require the measured Cv(T,H ̸= 0). A very reasonable
agreement to experiments is seen. We have checked that the results are very insensitive to the all three parametrization forms
parametrization [Eq. (14), Eq. (A1), and Eq. (A2)] (not shown).
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Finally let us comment on the Universal Scaling Method (USM) developed by Franco et.al. [27, 28]. USM introduces two
additional temperatures (besides Tc) and finds that the ratio of ∆S as a function of rescaled temperature is collapsed to a single
universal curve for the same universality class of 2nd order transition. This collapse is a consequence of scaling hypothesis [27].
USM does not explicitly address how to fit the equation of states. If the critical exponents are not known, some empirical
equation of states, such as Arrott–Noakes equation [32], can be used to extract the universal curve from experimental data. As
USM utilizes a universal function that depends only on the universality class, it is very valuable for early material characterization
when the complete information is not available. Our proposed scheme, also based on scaling hypothesis, provides a recipe for
constructing the scaling functions that are different for materials of the same universality class. With sufficient measurements,
our scheme is more straightforward in obtaining the equation of states including both magnetization and specific heat.

parameter set 1 (for ∆T ad) set 2 (for ∆T ad)[
b(0)1 ,b(0)2 ,b(0)3

]
[15.69, 513.11 (×0.5), 2.07] [16.37, 212.97, 1.81][

b(1)1 ,b(1)2
]

[-19.45 (×0.8), 390.72] [-16.82, 405.25][
b(2)1 ,b(2)2

]
[67.18, 21.91] [99.89, 19.69][

b(3)1 ,b(3)2
]

[-101.11, 1.91] [-28.82, 1.06][
b(4)1 ,b(4)2

]
[46.13, 1.56·10−2] [59.32, 0.20]

TABLE I: Two sets of fitted parameters for Eq. (A1). The corresponding observables and their comparisons with experiments are given in
Fig. 6. For set 1, the multiplication factors for b(0)2 and b(1)1 (in parentheses) are applied to get the best fit of magnetic entropy change; the
resulting ∆T ad’s are shown in Fig. 5(a).

V. CONCLUSION AND DISCUSSION

To conclude, using scaling hypothesis we propose an efficient fitting scheme for the magnetization M(T,H), the adiabatic
temperature change ∆T ad(T,H), and specific heat Cv(T,H) of Gd for temperatures between 250 and 340 K and magnetic fields
≲ 5 T. The essence of our scheme is to fit the single-variable scaling function F(x) [Eq. (6)] that well describes the entire two-
variable equation of states M(H,T ) near the Curie temperature of 293 K for Gd. The continuity of magnetization and entropy
change across the critical temperature imposes the constraints on the asymptotic behavior of F(x) which are most conveniently

expressed in power law: the only allowed divergent term is x1/δ and all other terms have to decay faster than x−
1−β

βδ . The
parametrized scaling function contains the power-law and exponential-decay functions. The parameters are grouped by the
phase and the length scale, and are determined by a scale-separated fitting procedure that only has to deal with one phase and
one length scale at a time. The resulting analytical expression of M(T,H) has a well defined value at T = T±

c and can be used
to compute any thermodynamic related quantities. We validate our scaling based parametrization by comparing to experiments:
the equations of state that involve F(x) and its derivatives, i.e., the magnetization M(T,H), the magnetic entropy change ∆Smag

and the adiabatic temperature change ∆T ad, match the experiments well. The improvements over mean-field results are obvious.
The specific heat, which involves an integration of F(x), also qualitatively agrees with the experiments. Given the zero-field
specific heat Cv(T,H = 0), a reasonable Cv(T,H) can be generated from our scheme. Because the proposed parametrization
is based on the scaling hypothesis, it can apply to materials close to 2nd-order phase transition and thus suggests a scheme to
specify a material near the second-order transition: the critical exponents, the critical temperature, and a few material specific
parameters are sufficient to give a fast and accurate evaluation of the material equation of states via (6) and (14). Our work
extends the scaling hypothesis analysis, which typically focuses on the leading divergence, to the entire scaling function and
finds its usefulness in a few-parameter analytical parametrization for the equations of states. We believe the parametrization
scheme, supplemented with the robust RG-like fitting procedure, can be practically valuable when realistic applications are
considered.
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Appendix A: Other parametrization forms

In this Appendix we aim to illustrate the degrees of freedom in parametrizing the scaling function. There are two aspects
of arbitrariness. First, the parametrization form used in Eq. (14) is not unique; the general considerations given in II D only
impose constraints on the leading exponents. Second, given a fixed parametrization form there can be still many solutions that
well fit the experiments, and the job is simply to find one of them. It is the second aspect that proposed sequential fitting
becomes essential. To cover both aspects, we will use two slightly different parametrizations and provide results from two sets
of fitted parameters. Finally by mildly violating the thermodynamic relations we provide the fitting results specific to M(T,H),
∆T ad(T,H) and Cv(T,H) which could be relevant for practical applications.

1. Second parametrization form

We explore an alternate parametrization form of the magnetic scaling function:

F(x) =

{
F−(x) = a1x1/δ +a2(x+a3)

− 1−β

βδ T < Tc

F̃+(x) = f̃ (0)(x;b(0)1 ,b(0)2 ,b(0)3 )+∑
4
i=1 f (i)(x;b(i)1 ,b(i)2 ) T > Tc

,

with f̃ (0)(x;b(0)1 ,b(0)2 ) = a1x1/δ −a2(x+b(0)1 )
− 1−β

βδ +b(0)2 (x+b(0)3 )
− 2−β

βδ ,

f (i)(x;b(i)1 ,b(i)2 ) = b(i)1 e−x/b(i)2 (i > 0).

(A1)

Compared with Eq. (14), only the paramagnetic scaling function F+ is modified. Following the same fitting procedure described
in III B, we get the same

[
a1,a2,a3

]
=
[
84.57,710.50,47.03

]
and

In principle any power-law terms that comply with the constraints given in II D are legitimate, and we state our criterion
of choosing the exponents. In Eq. (14), we choose the minimum number of power-law terms required to have the correct
F+(x → ∞)∼ x1/δ and F+(x = 0) = 0; in Eq. (A1) the power-law with the exponent − 2−β

βδ
is kept because it contributes to the

non-zero ∂ (∆Smag)
∂T at Tc [see II D]. Since an exponential-decay term only accounts for the behavior below its correlation length,

the number of terms is determined upon minimizing ∥F −Fexpt∥. As shown in I, the fitted correlation length is indeed decaying
for both sets, (i.e., b(1)2 > b(2)2 > b(3)2 > b(4)2 ) consistent with the scale-separate fitting scheme.

The results using Eq. (A1) (parameters given in I) are shown in 6. Results from two parametrization forms Eq. (14), Eq. (A1)
are very similar. Compared with experiments, results using Eq. (A1) appears to be slightly better in the T ≳ Tc regime for
magnetic entropy change ∆S, but its overall adiabatic temperature change ∆T ad is worse. Overall Eq. (14) is a better for H ≲ 2.5 T
whereas Eq. (A1) for H ≳ 2.5 T. One bears in mind that this conclusion is based on all measurements; one cannot really tell
which parametrization form is better using M(T,H) alone.

2. Third parametrization form

A third parametrization form is considered:

F(x) =

{
F−(x) = a1x1/δ +a2(x+a3)

− 1−β

βδ T < Tc

F+
(x) = f̄ (0)(x;b(0))+∑

4
i=1 f (i)(x;b(i)1 ,b(i)2 ) T > Tc,

with f̄ (0)(x;b(0)) = a1x1/δ −a2 · x
− 1−β

βδ (1− e−x/b(0)),

f (i)(x;b(i)1 ,b(i)2 ) = b(i)1 e−x/b(i)2 (i > 0).

(A2)

This form also complies with all required properties stated in II D. This parametrization has less number of fitting parameters
but it also loses the analytical expressions for the specific heat due to the product of exponential and power-law. The fitting gives
the same

[
a1,a2,a3

]
and [

b(0);b(1)1 ,b(1)2

]
= [9.46(×0.8);−12.27,400.54], (A3a)[

b(2)1 ,b(2)2

]
= [102.30,33.79], (A3b)[

b(3)1 ,b(3)2

]
= [−134.84,3.92], (A3c)[

b(4)1 ,b(4)2

]
= [14.92,0.97]. (A3d)
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b(0) = 9.46×0.8 is the value for best ∆T ad.
To compute the magnetic entropy change, we consider F(x) = x−α1e−x/x0 ; substituting F(x) and

∫
dxF(x) = x1−α1

1−α1
· 1F1(1−

α1,2−α1,
x
x0
) (here 1F1(a,b,x) is the confluent hypergeometric function) into Eq. (8) gives

∆Smag(T,H)→ ∆S̃pl-exp
mag (H,T ;x0,α1)

=
tβ+βδ−1

Tc

[
(β +βδ )

x1−α1

1−α1
· 1F1(1−α1,2−α1,

x
x0
)− (βδ ) · x1−α1e−x/x0

]∣∣∣∣
x= H

|t|βδ

.
(A4)

For T > Tc the magnetic entropy change according to Eq. (A2) is

∆Smag(T,H) =−a2∆S̃pl
mag(T,H;0,

1−β

βδ
)+a2∆S̃pl-exp

mag (H,T ;b(0),
1−β

βδ
)+

4

∑
i=1

b(i)1 ∆S̃exp
mag(T,H;b(i)2 ). (A5)

There appears no simple analytical expression for Cv,mag. However, since Eq. (A5) can be evaluated efficiently, one can compute

Cv,mag ≈ T ∂Smag(T,H)
∂T using the finite difference. The results are also shown in 6. The overall behavior is very close to those using

Eq. (A1).
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