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Abstract
Most music source separation systems require large collections of isolated sources for training,
which can be difficult to obtain. In this work, we use musical scores, which are comparatively
easy to obtain, as a weak label for training a source separation system. In contrast with
previous score-informed separation approaches, our system does not require isolated sources,
and score is used only as a training target, not required for inference. Our model consists
of a separator that outputs a time-frequency mask for each instrument, and a transcriptor
that acts as a critic, providing both temporal and frequency supervision to guide the learning
of the separator. A harmonic mask constraint is introduced as another way of leveraging
score information during training, and we propose two novel adversarial losses for additional
fine-tuning of both the transcriptor and the separator. Results demonstrate that using score
information outperforms temporal weak-labels, and adversarial structures lead to further
improvements in both separation and transcription performance.
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ABSTRACT

Most music source separation systems require large collections of
isolated sources for training, which can be difficult to obtain. In this
work, we use musical scores, which are comparatively easy to ob-
tain, as a weak label for training a source separation system. In con-
trast with previous score-informed separation approaches, our sys-
tem does not require isolated sources, and score is used only as a
training target, not required for inference. Our model consists of a
separator that outputs a time-frequency mask for each instrument,
and a transcriptor that acts as a critic, providing both temporal and
frequency supervision to guide the learning of the separator. A har-
monic mask constraint is introduced as another way of leveraging
score information during training, and we propose two novel adver-
sarial losses for additional fine-tuning of both the transcriptor and the
separator. Results demonstrate that using score information outper-
forms temporal weak-labels, and adversarial structures lead to fur-
ther improvements in both separation and transcription performance.

Index Terms— audio source separation, weakly-supervised
separation, weakly-labeled data, music transcription

1. INTRODUCTION

Music source separation has long been an important task for music
information retrieval, and recent advances in deep neural networks,
have led to dramatic performance improvements. Most current meth-
ods rely on supervised learning, which requires a dataset including
separated tracks, or stems for each instrument. However, copyright
issues prevent wide availability of stems for most commercial music,
and open-source datasets suffer from various drawbacks. For exam-
ple, MUSDB [1] has a limited number of instruments, MIR-1K [2]
only contains short clips of music, and MedleyDB [3] features an un-
balanced amount of instrument categories. Most importantly, com-
pared to large-scale datasets such as AudioSet [4] and The Million
Song dataset [5], which are used in audio or music classification,
source separation datasets are relatively small.

In contrast, it is more practical to obtain a musical score for a
track than its isolated stems. Trained musicians are able to transcribe
either part of the instruments or the whole song, which contributes to
a large number of accessible scores. For example, the Musescore [6]
and Lakh MIDI [7] datasets were both collected from online forums,
while the SIMSSA project [8] provides the ability to generate digital
scores from existing classical sheet music.

Based on this data advantage, in this work, we investigate
whether score information alone can be used as a weak label to train
a music source separation system without access to isolated stems.

This work was performed while Y. Hung was an intern at MERL.

Many previous works have studied incorporating score information
into music source separation, either as an additional training target
to learn musically relevant source separation models [9], or as part
of “score-informed” source separation approaches [10–14], where
scores are used as an additional input feature or conditioning mech-
anism. However, all these methods are still trained in a supervised
manner, and most need the score during inference as well. Differ-
ent from these works, our proposed approach does not need to use
isolated sources during training. The model directly learns from
musical scores, and only needs the music mixture during inference.

In addition to musical score, other types of weak labels have re-
cently been used for sound event separation. For example, [15, 16]
introduce model structures that only need class labels for training a
source separation system, rather than labels on each time-frequency
bin. Instead of using ground truth class labels, [17, 18] propose
to combine sound event detection systems with source separation
systems to achieve large-scale sound separation. Visual informa-
tion is leveraged to separate sound in [19, 20], where video features
are available at both training and inference time. Generative adver-
sarial network architectures have also been proposed to learn the
distribution of isolated sources [21, 22], without requiring isolated
sources associated with an input mixture. Without observing the tar-
get source in isolation, the models in [23, 24] learn to separate from
corrupted target observations and regions of isolated interference.

Our problem definition is similar to that of Pishdadian et al [16],
in that only weak labels are available as training targets, not the
strong labels obtained from isolated sources. However, the weak
labels we consider here are musical scores, rather than temporal la-
bels of source activity. While it may sound more restrictive, this is a
realistic assumption for music separation. Furthermore, using scores
allows us to cope with several drawbacks that may occur when ex-
tending the approach in [16], which relies on supervision by a clas-
sifier (pre-trained on audio mixtures and corresponding source ac-
tivity labels), to the music domain. First, since only temporal infor-
mation regarding source presence is provided to the classifier, har-
monic sounds (e.g., sirens or instruments) are not well separated, as
temporal information alone is not enough to isolate upper harmon-
ics. Second, the model does not learn to separate well when two
sounds consistently appear together, a scenario that often occurs in
music. For example, bass and drums often consistently play through
entire songs. To solve the above problems, we propose using a tran-
scriptor (pre-trained on mixtures and their musical scores) to provide
both temporal and frequency information when training the separa-
tor. Moreover, we incorporate harmonic masks generated form the
score to better model harmonic structure, and present two novel ad-
versarial fine-tuning strategies to improve the ability of the separator
to learn from weak labels.



2. TRAINING WITH TRANSCRIPTION AS SUPERVISION

We adopt a common source separation pipeline. The input mix-
ture is first transformed into a time-frequency (TF) representation
X = (Xf,t) (e.g., STFT magnitude), where f and t denote time and
frequency indices. A TF mask Mi = (Mi,f,t) for the i-th source
(i.e., instrument) is then estimated by the source separation model
from X . The separated TF representation Ŝi = (Ŝi,f,t) is obtained
by multiplying Mi,f,t with Xf,t at each TF bin (f, t). After com-
bining each Ŝi with the mixture phase, an inverse transform (e.g.,
iSTFT) is applied to produce the estimated sources.

During training, we assume only the music mixture and its score
are available. Note that we here assume the audio and musical scores
are well aligned, in practice using audio synthesized from MIDI.
But as we only require scores during training (not at inference time),
computationally intensive offline alignment algorithms such as those
based on dynamic time warping [25] could be incorporated as a pre-
processing step. We leave the alignment problem as future work.

Our proposed model is composed of two components, a tran-
scriptor and a separator. The model is trained using a three-step
training approach. In the first step, we train a transcriptor to tran-
scribe a mixture of music. Once the transcriptor is well trained, in
the second step, we use the transcriptor as a critic to guide the learn-
ing of the separator. After this isolated training, the transcriptor and
the separator are fine-tuned together in a final step.

2.1. Step 1: Transcriptor Training

We first train the transcriptor to estimate the musical score given a
mixture spectrogram, as illustrated in the blue region of Fig. 1. We
represent the target score Y = (Yi,n,t) as a multi-instrument piano
roll, a tensor with instruments indexed by i, the 88 MIDI notes by
n, and time by t. Following [6], two marginalized representations,
multi-pitch labels and instrument activations, are also derived from
the piano roll as additional training targets to improve music tran-
scription performance. The binary cross entropy loss H(y, ŷ) =
−y log(ŷ)− (1−y) log(1− ŷ) is used to evaluate the error between
an estimated output probability ŷ and a ground truth label y. The
transcriptor is updated based on three loss terms, score estimation,
instrument estimation, and multi-pitch estimation:

Lscore(X,Y ) =
∑
i,n,t

H(Yi,n,t, pi,n,t(X)), (1)

Linst(X,Y ) =
∑
n,t

H(max
i

(Yi,n,t),max
i

(pi,n,t(X))), (2)

Lpitch(X,Y ) =
∑
i,t

H(max
n

(Yi,n,t),max
n

(pi,n,t(X))), (3)

where pi,n,t(X) denotes the estimated transcriptions for instrument
i at note n and time t. The main transcription loss LTL is

LTL = Lscore + α1Linst + β1Lpitch (4)

where α1 and β1 are weights used to balance the contribution of the
marginalized objectives.

2.2. Step 2: Separator Training

We next use the transcriptor pre-trained in the first step with fixed
parameters as a critic to train the separator, as described in the red
region of Fig. 1. The separator has to output separated sources that
are good enough for the transcriptor to transcribe into the correct

score. The separator is given a mixture spectrogram and has to es-
timate separated spectrograms Ŝi, which are then given to the tran-
scriptor as input for computing score estimates pi,n,t(Ŝi). Since
each separated source should ideally only contain information from
one instrument, the score estimated from the separated source should
only have one active instrument while all others should be zero. The
separator is updated via the sum of the transcription losses on each
separated source Ŝi:

Lscore(Ŝi, Y
(i))=

∑
n,t

(
H(Yi, pi,n,t(Ŝi))+

∑
j 6=iH(0, pj,n,t(Ŝi))

)
, (5)

where Y (i) are the labels obtained from Y by setting to 0 all sources
other than i, i.e., Y (i)

j,n,t = δi,jYj,n,t.
A mixture loss is introduced in [16] to prevent the output masks

from solely focusing on the discriminating components for transcrip-
tion, encouraging the sum of active components to be close to the in-
put mixture, and the sum of inactive components to be close to zero.
Depending on whether ground truth activity is available at the clip or
frame level, this leads to so-called clip-level and frame-level mixture
losses. As instrument activity tends to be consistent over the short
clips (4 seconds) that we use for training, we here only consider the
clip-level loss (frame-level loss lead to similar results):

Lc-mix =
∑
f,t

|Xf,t −
∑
i∈A

Ŝi,f,t|+
∑
f,t

∑
i/∈A

|Ŝi,f,t|, (6)

where A is the index set of active sources in a training clip.
To further leverage score information, we here introduce a har-

monic mask mixture loss Lh-mix to strengthen the harmonic struc-
ture of the separated sources. That is, we devise a within-frame
notion of activity based on the harmonic structure of each instru-
ment in each frame [11]. The harmonic structure can be calcu-
lated from the piano roll representation. Assuming the tuning fre-
quency of all songs is fq and its corresponding MIDI note num-
ber is nq , we can compute the fundamental frequency for note n
as f0 = fq · 2

1
12
·(n−nq). With the fundamental frequency, we can

further calculate the harmonic frequencies fl = f0 ∗ (l + 1) where
l = 1, . . . , L indexes the harmonics. We then create the set Af,t

of active sources expected to have energy in a given bin of the TF
representation based on information from the score. This leads to
the following loss:

Lh-mix =
∑
f,t

|Xf,t −
∑

i∈Af,t

Ŝi,f,t|+
∑
f,t

∑
i/∈Af,t

|Ŝi,f,t|. (7)

With this strong constraint, the model is able to focus on the har-
monic structure. However, since the harmonic energy may not al-
ways concentrate at a single TF bin, and since fluctuations in f0 may
occur, frequencies within ±1 bin of an expected active harmonic fl
are also considered active. Defining scalar weights α2 and β2, the
overall objective of separator training is

Lsep =
∑
i

Lscore(Ŝi, Y
(i)) + α2Lc-mix + β2Lh-mix. (8)

2.3. Step 3: Joint Training

We now fine-tune the previously trained transcriptor and separator
by training them together. Without further loss terms, training of the
transcriptor is not influenced by that of the separator, but we found
that fine-tuning the separator against a slowly evolving transcriptor
resulted in better performance than against a converged and fixed
transcriptor. However, training the transcriptor to better transcribe



Fig. 1. Our proposed training strategy. Region colors indicate the associated training steps. Red and blue loss terms are respectively used to
update the separator and the transcriptor. The grey region shows the adversarial transcription loss described in Section 2.3.

Fig. 2. Diagram of the adversarial mixture loss. The blue loss term
is only used to update the transcriptor.

the separated outputs might cause it to co-adapt to the separator’s
mistakes, as shown in [16]. To solve this problem we introduce ad-
versarial loss terms to make the transcriptor more sensitive to errors
or incongruities in the separator output.

We first consider an adversarial mixture loss LAML, illustrated
in Fig. 2. Denoting by Ŝa,i the i-th separated spectrogram for the
a-th sample, we randomly pick one separated track for each instru-
ment i from a different sample ai to create a new remixed mixture
X̃ =

∑
i Ŝai,i, and corresponding remixed labels Ỹ . Since the sep-

arated sources likely contain errors, we penalize the transcriptor for
correctly transcribing these imperfect remixes via a negative loss:

LAML(X̃, Ỹ ) = −Lscore(X̃, Ỹ ) (9)

We also consider an adversarial transcription loss LATL as
a counterpart to (5), based on the assumption that the imper-
fect Ŝi,f,t contains incomplete information from the target in-
strument i and residual information from other instruments. We
thus ask the transcriptor not to recognize the target instrument,
estimating zero as the target score, while transcribing non-target
instruments to their correct scores, leading to a loss function
LATL(Ŝi, Y (i)) = Lscore(Ŝi, Y (i)), where Y (i) = Y − Y (i) is
the complement of Y (i):

LATL(Ŝi, Y (i)) =
∑

n,t

(
H(0, pi,n,t(Ŝi)) +

∑
j 6=iH(Yj , pj,n,t(Ŝi)

)
. (10)

During step 3 training, the separator is still updated as in (8), while

the adversarial terms are added with weights α3 and β3 to the origi-
nal transcriptor loss (4), resulting in

LTL-3 = LTL + α3LAML + β3LATL. (11)

3. EXPERIMENT

3.1. Dataset

Although many datasets have been proposed for music transcrip-
tion, they have some limitations. For example, Bach10 [26] and
Su [27] contain a limited amount of songs; MusicNet [28] only in-
cludes classical music; MedleyDB [3] only has score annotation for
monophonic instruments, not polyphonic instruments. As a result,
we leverage the recently released synthesized dataset Slakh2100 [29]
for training and evaluating our system. Slakh is synthesized from the
Lakh MIDI Dataset [7] using professional-grade instruments. It con-
tains aligned mono audio and MIDI score with 145 hours of data and
34 instrument categories. We use the Slakh2100-split2 training, vali-
dation, and test splits, and down-sample the audio to 16 kHz. We use
MIDI as a proxy for scores, for simplicity, and only consider mix-
tures of acoustic piano, distorted electric guitar, and electric bass in
our current experiments, as we found certain synthesized instrument
classes in Slakh2100 to be perceptually indistinguishable from one
another (e.g., certain electric piano and clean electric guitar patches).
While vocals are unavailable and there is not a consistent interpre-
tation of MIDI drum scores in our synthesized dataset, if such data
becomes available there would be no obstacles preventing the in-
clusion of vocals and drums in the proposed framework. Harmonic
masks could be replaced by percussive masks in the case of drums.

3.2. System Details

We use the same temporal convolutional network (TCN) model for
both our transcriptor and separator architectures since it has been
shown to be efficient in source separation [30,31]. Our TCN contains
three repeated layers with each layer including eight dilated residual
blocks. All convolution layers have kernel size of 3. The output lay-
ers of the transcriptor and the separator are fully connected layers
with sigmoid activation, the former producing a piano roll for each
instrument, and the latter producing one TF mask per instrument.
The inputs to both transcriptor and separator are magnitude STFT.
The STFT is computed using a square root Hann window of size



Table 1. Separation performance in terms of SI-SDR (dB), where
‘isolated’ and ‘fine-tune’ respectively indicate the training setup of
step 2 and step 3.

Training Lc-mix Lh-mix LAML LATL Bass Guitar Piano Avg

Supervised 11.1 5.7 7.7 8.2

isolated X 7.5 1.2 4.2 4.3
isolated X 7.8 0.4 4.1 4.1
isolated X X 8.4 1.6 5.0 5.0

fine-tune X X 9.0 2.7 5.3 5.6
fine-tune X X X 9.1 2.8 5.4 5.8
fine-tune X X X 9.0 2.5 5.7 5.7
fine-tune X X X X 9.0 2.9 5.4 5.8

Input mixture 1.2 −5.8 −2.3 −2.3
Baseline [16] 7.3 0.5 3.5 3.8

2048 samples and a hop size of 500. The output of the transcrip-
tor is a three-dimensional piano-roll representation extracted using
pretty midi [32]. As described in [16], instrument dependent
weights calculated based on the rate of frame-wise activity in the
training set are applied to the transcription loss to compensate for
class imbalance. The activity rate is 0.41 for piano, 0.14 for gui-
tar and 0.67 for bass. All the loss functions are given a weight to
balance the loss during training process, with the weights manually
tuned on development data and set to α1 = 0.03, β1 = 0.1, α2 = 1,
β2 = 0.1, α3 = 0.2, and β3 = 0.05. The various setups use subsets
of the mixture and adversarial losses, and the weights of the unused
terms are then set to 0. Systems are trained with the Adam optimizer
and a learning rate 0.001, which decays by a factor of 0.5 if the loss
on the validation set does not improve for two consecutive epochs.
Training stops if the validation loss does not improve for 10 epochs.

3.3. Evaluation

We compare our approach with the baseline method proposed in
[16], which uses a classifier to perform weakly supervised source
separation, with the difference that the classifier is designed to have
the same TCN structure as the transcriptor for comparison. Only the
last linear layer in the model is modified to output instrument acti-
vation. We report the scale-invariant signal-to-distortion (SI-SDR)
ratio [33] of each instrument in various settings in Table 1. We ob-
serve that using a transcriptor leads to better separation performance
than using a classifier. This shows that providing weak frequency in-
formation can benefit separating harmonic sounds, such as musical
instruments. Although using a harmonic mask via Lh-mix alone has
slightly lower performance, addingLh-mix withLc-mix improves av-
erage SI-SDR by 0.7 dB. This is likely because the harmonic mask
is too strict in constraining the separated spectrogram, in particular
forcing positions that are not exactly harmonic to be zero is not re-
alistic and might influence separation quality. However, when com-
bined with coarse clip-level activity constraints, Lh-mix can provide
some information on harmonic structure which is lacking in Lc-mix.

The bottom part of Table 1 shows the result of jointly training
the transcriptor and separator (fine-tune), starting from the best setup
in step 2. We see that joint training without any adversarial loss im-
proves separation performance, especially on guitar. As mentioned
in Section 2.3, this may be because, when fine-tuning the transcriptor
and separator together, the slowly evolving transcriptor acts as a reg-
ularizer, preventing the separator from easily exploiting loopholes
in the transcriptor. Moreover, by using an adversarial training strat-
egy, we can further improve average SI-SDR by 0.2 dB, especially

Table 2. Transcription performance in terms of note accuracy, where
‘pre-train’ and ‘fine-tune’ respectively indicate the training setup of
step 1 and step 3, and ‘mixture’ and ‘iso tracks’ respectively repre-
sent mixture and isolated ground truth audio.

Training Evaluated on LAML LATL Bass Guitar Piano

pre-train mixture 0.85 0.44 0.58
fine-tune mixture 0.84 0.42 0.54
fine-tune mixture X 0.86 0.51 0.61
fine-tune mixture X 0.85 0.50 0.60

pre-train iso tracks 0.91 0.52 0.66
fine-tune iso tracks 0.90 0.53 0.63
fine-tune iso tracks X 0.91 0.58 0.68
fine-tune iso tracks X 0.91 0.57 0.66

benefitting piano and guitar. We also include the supervised training
result obtained with the same data split and separator architecture,
where the separator is trained to minimize an L1 loss function be-
tween Ŝi and the ground truth target spectrogram Si. Other training
settings are unchanged. Although the best weakly-supervised re-
sult is 2.4 dB worse than the supervised scenario, our approach still
closes a significant part of the gap from the input SI-SDR (using
mixture as input).

Table 2 compares the transcription results when first pre-training
on mixtures alone (step 1) and when fine-tuning (step 3). Fine-tuning
without adversarial loss simply means longer training, which may
overfit. The note accuracy is calculated by mir eval [34]. The
top section is evaluated using mixtures as the input. We observe that
using adversarial training provides improvement in transcription ac-
curacy, especially for guitar. Furthermore, we calculate the false
positive rate of detected notes for all step 3 models in Table 2 and
find that the model trained without adversarial losses has a higher
false positive rate (0.37) than models trained with LAML or LATL

(0.17 and 0.19 respectively). Because guitar and piano have similar
note ranges, adversarial training appears to help the model distin-
guish between these two instruments. The lower section of Table 2
presents the results when evaluating on isolated ground truth audio.
We observe a similar pattern as evaluating on the mixture, with guitar
improving the most. This demonstrates that although our transcrip-
tor is only trained on mixtures, it can generalize to isolated tracks.

Example separation results are available at:
https://biboamy.github.io/Transcription separation ICASSP21/

4. CONCLUSION

In this work, we proposed a three-step training method to train
a weakly-supervised music source separation model with musical
scores. The results demonstrate that using a transcriptor to provide
both temporal and frequency information as supervision outperforms
the baseline method which only includes temporal information. We
showed that using harmonic masks derived from the musical score,
as well as adversarial losses on the transcriptor, leads to improved
separation and transcription performance. Future work includes
tackling the alignment problem to expand the range of data that can
be used for training, and considering separation of non-harmonic
instruments such as drums within our framework. We also plan to
explore combining our approach with fully-supervised algorithms,
either as an additional objective in multitask learning or in a semi-
supervised setting, where a small training set is augmented with
large amounts of mixtures and the corresponding musical scores.
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